Nonlinear low-frequency gravity waves in a water-filled cylindrical vessel subjected to high-frequency excitations
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In the experiments of a water storage cylindrical shell, excited by a horizontal external force of sufficient large amplitude and high frequency, it has been observed that gravity water waves of low frequencies may be generated. This paper intends to investigate this phenomenon in order to reveal its mechanism. Considering nonlinear fluid–structure interactions, we derive the governing equations and the numerical equations describing the dynamics of the system, using a variational principle. Following the developed generalized equations, a four-mode approximation model is proposed with which an experimental case example is studied. Numerical calculation and spectrum analysis demonstrate that an external excitation with sufficient large amplitude and high frequency can produce gravity water waves with lower frequencies. The excitation magnitude and frequencies required for onset of the gravity waves are found based on the model. Transitions between different gravity waves are also revealed through the numerical analysis. The findings developed by this method are validated by available experimental observations.
1. Introduction

In 1954, the famous paper by Benjamin & Ursell [1] investigated the half-frequency subharmonic resonance induced on the liquid surface by a vertical vibration of the container, and this work has been greatly extended by Couder et al. [2] to show a wave–particle duality. The mechanism of this type of subharmonic resonance in nonlinear dynamical systems has been well investigated and modelled (for example, the book by Guckenheimer & Holmes [3]). Therefore, we do not intend to discuss this type of phenomena in this short paper but we try to address the mechanism of the phenomenon described by Huntley [4], who discovered another type of large amplitude gravity waves of lower frequencies, produced in a half water-filled cylindrical beaker subjected to a more high-frequency horizontal excitation. When a water-filled beaker is subjected to an excitation of frequency near to one of natural bell modes of the structure, large amplitude standing water waves may be generated. The frequency of standing wave is about one-fiftieth of the excitation frequency, which is not like the half-frequency subharmonic resonance mentioned at the beginning of this introduction. It was reported that if the bell mode, in the form of \(\cos m \theta\) or \(\sin m \theta\) around the circumference of the beaker, had a wavenumber \(m \geq 2\), then the aroused standing waves might have a wavenumber of either 0 (axisymmetrical modes) or \(2m\).

Because no special relationship exists between the high-excitation frequency and frequencies of the standing waves, this phenomenon was not explained as Faraday waves by parametric resonant theory. Mahony & Smith [5] proposed an idealized model to explain this as a ‘spatial resonant’ phenomenon by considering the interactions between acoustic air and water waves in a rectangular organ pipe partially filled with water when the air being excited in a resonant organ pipe mode. Their investigation developed an equation governing the critical amplitude of solid boundary vibration with respect to excitation frequency, which was validated by the experimental results. Huntley [6] extended Mahony & Smith’s model to real three-dimensional cases. As reported by Wei et al. [7], Wang observed and systematically studied the same phenomenon while doing some experimental research on the dragon washbasin. Being interested in Wang’s experiments, Wei et al. [7], Hsieh & Denissenko [8], Li [9] and Shen [10] further experimentally and/or theoretically investigated nonlinear water waves produced by a prescribed vessel motion. Hsieh [11] presented a parametric resonance model and numerically demonstrated the existence of low-frequency gravity waves.

However, the reported theoretical researches concentrated only on the water waves in the fluid domain excited by prescribed vessel motions. Physically, what is involved here is a typical fluid–structure interaction (FSI) problem, so that a consideration of FSI is necessary. This paper intends to address this gap to consider nonlinear water–shell interactions to reveal the possible mechanism. In the first instance, to avoid the numerical difficulty of the shell nonlinearity, we assume a small deformation of the shell governed by a linearized theory. The water is considered as an incompressible fluid with large nonlinear waves on the free surface. A variational principle of nonlinear FSI system is used to derive the approximate solutions of this nonlinear system.

2. The problem and variational formulation

As shown in figure 1, a water–shell-coupled system consists of a thin linear elastic cylindrical shell of thickness \(\Delta h\), height \(b\), radius \(a\), elastic modulus \(E\), Poisson’s ratio \(\nu\) and mass density \(\rho_s\) and the partially filled water of depth \(d\) and mass density \(\rho_F\). The lower bottom of the shell is fixed and its upper end is free. Let \(r, \theta\) and \(z\) be a cylindrical coordinate system of which its origin \(O\) is at the intersection point of the shell centre line and the static equilibrium water surface. The water is assumed to be invicid, incompressible and irrotational, then its motion can be described by a potential function \(\phi(r, \theta, z)\). A horizontal sinusoidal excitation force \(F \sin \Omega t\) of amplitude \(F\) and frequency \(\Omega\) is applied at a point on the outside surface of shell in the height of water. The \(S_F\) and \(S_0^F\) denote the current and static-free surfaces of the fluid, respectively, whereas \(S_W\) and \(S_0^W\) are the current and static wet surfaces between the shell and the water, respectively.
The displacement components in directions of $z, \theta, r$ of the shell middle surface are denoted by $u, v, w$, respectively. A large wave height $\eta(r, \theta, t)$ on the water surface is assumed, so that the nonlinearity of the system must be considered. The current-free surface ($S_F$) and wet surface ($S_W$) can be respectively represented by the following equations

$$S_F(z, r, \theta, t) = z - \eta(r, \theta, t) = 0 \quad (2.1)$$

and

$$S_W(r, \theta, z, t) = r - a - w(z, \theta, t) = 0. \quad (2.2)$$

The variational principle for fluid dynamics in Eulerian description was developed by Luke [12] and Seliger & Whitham [13]. The variational principle for generalized nonlinear FSI dynamics was presented by Xing & Price [14], from which the dynamics of a shell–water interaction system is governed by the variation

$$\delta W = \delta \int_{t_1}^{t_2} (L_F + L_S) \, dt = \delta W. \quad (2.3)$$

The vanishing of this variation leads to the governing equations and boundary conditions of the problem. In this expression,

$$L_F = - \int \int \rho_F \left( \phi_t + \frac{1}{2} \nabla \phi \cdot \nabla \phi + gz \right) \, dv \quad (2.4)$$

and

$$L_S = T_S(\dot{u}, \dot{v}, \dot{w}) - V_S(u, v, w), \quad (2.5)$$

where $V_S(u, v, w)$ and $T_S(\dot{u}, \dot{v}, \dot{w})$, as given in appendix A, represent the potential energy and kinetic energy of the shell, respectively. The $\delta W$ denotes the virtual work of the excitation force

$$\delta W = \int_{t_1}^{t_2} \delta w(0, 0, t) F \sin \Omega t \, dt. \quad (2.6)$$

It should be mentioned that the variables describing the fluid motion are defined in the Euler space, but the variables describing the shell motion are defined in the material space. The fluid
domain is a movable domain and its boundary (the $S_F$ together with the $S_W$) is movable owing to the motion. On noting these differences involving the variation of the functional, as described by Xing & Price [14], the stationary conditions of the variation of functional (2.3) provide the dynamic equations describing the nonlinear FSI system.

3. Discrete nonlinear equations

(a) Rayleigh–Ritz expansions

Based on the Rayleigh–Ritz approach [15], the velocity potential $\phi(r, \theta, z, t)$ and free surface height $\eta(r, \theta, t)$ of the fluid as well as the shell displacement $w(\theta, z, t) = [uvw]^T$ can be represented by the summations of the corresponding Ritz functions, respectively. The fluid Ritz functions $\phi(r, \theta, z, t)$ should satisfy the boundary condition $\partial \phi / \partial z = 0$ on the water base $z = -d$. The shell functions are the dry shell’s natural modes satisfying its base displacement condition. Other boundary conditions as well as governing equations describing FSI, such as nonlinear conditions on the free surface and the shell–water interaction, will be satisfied by the stationary conditions of the variational principle demonstrated by Xing & Price [14]. According to Hsieh [11], the influence of contact line conditions at the edge of the water surface on the shape of wave motion could be neglected, thus the velocity potential $\phi(r, \theta, z, t)$ and the wave height $\eta(r, \theta, t)$ are represented by

$$
\phi(r, \theta, z, t) = \phi_{00}(t) \ln r + \sum_{n=1}^{\infty} \phi_{0n}(t) r^n \cos n\theta + \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \phi_{mn}(t) I_n \left( \frac{m \pi r}{d} \right) \cos n\theta \cos \frac{m \pi z}{d} 
+ \sum_{n=1}^{\infty} \sum_{l=1}^{\infty} \phi_{ln}(t) J_l(\lambda_{ln} r) \cos n\theta \cosh \lambda_{ln} (z + d)
$$

(3.1)

and

$$
\eta(r, \theta, t) = \sum_{n=1}^{\infty} \sum_{l=1}^{\infty} \eta_{ln}(t) J_l(\lambda_{ln} r) \cos n\theta,
$$

(3.2)

respectively, where $J_n(\cdot)$ and $I_n(\cdot)$ are Bessel functions and $\lambda_{ln}$ is the solution of equation

$$
J'_n(\lambda_{ln} a) = 0, \quad l = 1, 2, \ldots,
$$

(3.3)

and $\phi_{ln}(t)$ and $\eta_{ln}(t)$ represent the generalized coordinates corresponding to their Ritz functions, respectively. By choosing $L$ and $M$ terms for equations (3.1) and (3.2), respectively, we obtain the following matrix forms

$$
\varphi(r, \theta, z, t) = \Phi(r, \theta, z) \varphi(t), \quad \Phi = \begin{bmatrix} \Phi_1 & \Phi_2 & \cdots & \Phi_L \end{bmatrix} \quad \text{and} \quad \varphi = \begin{bmatrix} \varphi_1 & \varphi_2 & \cdots & \varphi_L \end{bmatrix}^T
$$

(3.4)

and

$$
\eta(r, \theta, t) = H(r, \theta) \eta(t), \quad H = \begin{bmatrix} H_1 & H_2 & \cdots & H_M \end{bmatrix} \quad \text{and} \quad \eta = \begin{bmatrix} \eta_1 & \eta_2 & \cdots & \eta_M \end{bmatrix}^T.
$$

(3.5)

The displacement of shell is represented, using the natural modes of dry shell

$$
w(\theta, z, t) = W(\theta, z) w(t), \quad W = \begin{bmatrix} W_1 & W_2 & \cdots & W_N \end{bmatrix} \quad \text{and} \quad w = \begin{bmatrix} w_1 & w_2 & \cdots & w_N \end{bmatrix}^T.
$$

(3.6)

Here, the Ritz functions $\Phi_i, (i = 1, 2, \ldots, 16)$, $H_j, (j = 1, 2, \ldots, 8)$ and $W_i, (i = 1, 2, \ldots, 4)$ are listed in appendix A.
(b) Fluid Lagrangian function

A substitution of equations (3.4) and (3.5) into (2.4) gives

\[ L_F = -\varphi^T b - \frac{\varphi^T C \varphi}{2} - V_F. \]  

(3.7)

Here, \( C \) is a symmetric matrix with its elements

\[ C_{lm} = \rho F \int \int_\eta z = -d \int_0^{2\pi} (\nabla \Phi_l \cdot \nabla \Phi_m) r \, dr \, d\theta, \quad l, m = 1, 2, \ldots, L, \]  

(3.8)

\( b \) is a column vector with its elements

\[ b_l = \rho F \int \int_\eta z = -d \int_0^{2\pi} \Phi_l r \, dr \, d\theta, \quad l = 1, 2, \ldots, L, \]  

(3.9)

and \( V_F \) is a scalar quantity representing the gravity potential of water

\[ V_F = \int \int \rho F g z \, dv = \rho F g \int_\eta z = -d \int_0^{2\pi} z r \, dr \, d\theta \, dz. \]  

(3.10)

In these formulations, the wet boundary and free surface of the fluid domain are related to the shell and water motions, \( 0 \leq r \leq a + w(\theta, z, t) \) and \( -d \leq z \leq \eta(r, \theta, t) \), so that the integrals in (3.8)–(3.10) are dependent of \( \eta(r, \theta, t) \) and \( w(\theta, z, t) \). Introducing a generalized vector

\[ q = [\eta^T \ w^T]^T, \]  

(3.11)

we derive the matrices \( C, b \) and the function \( V_F \) as nonlinear functions of \( q \) in appendix B.

(c) Shell Lagrangian function

Substituting equation (3.11) into (2.5) and using the orthogonal relationships of shell natural modes, we obtain the Lagrangian function of the shell in the matrix form

\[ L_S = T_S - V_S = \frac{q^T M q}{2} - \frac{q^T K q}{2}, \]  

(3.12)

where

\[ M = \text{diag}(0, 1, \ldots, 0, M_1, \ldots, M_N) \]  

(3.13)

and

\[ K = \text{diag}(0, 1, \ldots, 0, K_1, \ldots, K_N). \]  

(3.14)

The virtual work carried out by the excitation force applied on the shell is

\[ \delta W = Q^T \delta q, \]  

(3.15)

where \( Q \) is the generalized force vector

\[ Q(t) = F \sin(\Omega t) \begin{bmatrix} 0_1 & \cdots & 0_M & W_1(0, 0) & \cdots & W_N(0, 0) \end{bmatrix}^T. \]  

(3.16)
(d) Nonlinear coupled equation

From equations (3.7) and (3.12), it follows that the Lagrangian function for the shell–fluid-coupled system

$$L(\phi, q) = \left( -\frac{\phi^T C \phi}{2} - \phi^T b - V_F \right) + \frac{q^T M q - q^T K q}{2}. \quad (3.17)$$

The variational stationary conditions of the functional (2.3) with respect to its variable vectors $\phi$ and $q$ give the following coupled equations

$$C \phi - B \dot{q} = 0, \quad (3.18)$$

and

$$M \ddot{q} + K q + \frac{1}{2} \left( \frac{\phi^T C(q) \phi}{(2 \partial q)} \right) + \frac{\partial V_F}{\partial q} + B^T \phi = Q, \quad (3.19)$$

where the elements of matrix $B$ are given by

$$B_{ij} = \frac{\partial b_i}{\partial q_j}, \quad i = 1, 2 \cdots L, \quad j = 1, 2 \cdots M + N. \quad (3.20)$$

As shown in expression (3.8), the matrix $C$ involves the kinetic energy of the fluid and it is definitely positive, so that from equation (3.18) it follows that

$$\phi = C^{-1} B q, \quad (3.21)$$

and

$$\dot{\phi} = C^{-1} B \dot{q} + q^T \left[ \frac{\partial (C^{-1} B)}{\partial q} \right] \dot{q}. \quad (3.22)$$

Substituting (3.21) and (3.22) into (3.19), we obtain

$$M \ddot{q} + K q + \frac{1}{2} \left( \frac{\phi^T B^T C^{-1}}{(2 \partial q)} \right) (C^{-1} B q) + \frac{\partial V_F}{\partial q} + B^T (C^{-1} B \ddot{q}) + B^T \left( q^T \frac{\partial (C^{-1} B)}{\partial q} \right) = Q, \quad (3.23)$$

which can be further transformed into the form

$$\frac{d(m \dot{q})}{dt} + M \ddot{q} + K q + \frac{\partial V_F}{\partial q} - \frac{\partial (q^T m \dot{q} / 2)}{\partial q} = Q, \quad (3.24)$$

where

$$m = B^T C^{-1} B. \quad (3.25)$$

In this coupled equation, the solid matrices $M$ and $K$ are constant symmetric matrices, whereas the fluid matrix $m$ and the fluid gravity potential function $V_F$ given in appendix B are functions of $q$.

(e) Coupled fluid–structure interaction equation in the mode form

To reveal nonlinear interactions of FSI vibration modes, as presented in appendix B, equation (3.24) is linearized by expanding matrix $m$ and potential $V_F$ to Taylor series of $q$. 

Therefore, we have
\[ m = m^{(0)} + q_k m_k^{(1)} + \cdots, \]
(3.26) and
\[ V_F = V^{(0)} + q_i V_i^{(1)} + \frac{k_{ij}^{(0)} q_i q_j}{2} + \frac{k_{ij}^{(1)} q_i q_j}{6} + \cdots, \]
(3.27)
where \( m^{(0)}, m_k^{(1)}, k^{(0)}, k_k^{(1)} \) are symmetric matrices with constant elements. Substituting (3.26) and (3.27) into (3.24) yields
\[ m^{(0)} \ddot{q} + q_k m_k^{(1)} \ddot{q} + q_k m_k^{(1)} q + M \ddot{q} + K q + V^{(1)} + k^{(0)} q + q_k k_k^{(1)} q \]
\[ + \frac{1}{2} \left[ q^T k_1^{(1)} q \right. \left. + \cdots + q^T k_{M+N}^{(1)} q \right] - \frac{1}{2} \left[ q^T m_1^{(1)} q + \cdots + q^T m_{M+N}^{(1)} q \right] ] + \cdots = Q, \]
(3.28)
which is further linearized as
\[ \tilde{m}^{(0)} \ddot{q} + \tilde{k} q = Q - V^{(1)}, \quad \tilde{m} = m^{(0)} + M \quad \text{and} \quad \tilde{k} = k^{(0)} + K, \]
(3.29)
where \( V^{(1)} \) represents a constant generalized force vector caused by the gravitational force of the fluid. Because only dynamic response is of interest, this constant force vector is ignored in the following analysis. The natural modes and the corresponding eigenvalues (the squares of natural frequencies) are obtained as
\[ \Psi = \begin{bmatrix} \psi_1 & \psi_2 & \cdots & \psi_{M+N} \end{bmatrix} \quad \text{and} \quad \Lambda = \text{diag}(\omega_1^2, \omega_2^2, \ldots, \omega_{M+N}^2), \]
(3.30)
satisfying the orthogonal relationships
\[ \Psi^T \tilde{m} \Psi = I \quad \text{and} \quad \Psi^T \tilde{k} \Psi = \Lambda. \]
(3.31)
Using the mode transformation
\[ q = \Psi x \quad \text{and} \quad x = \begin{bmatrix} x_1 & x_2 & \cdots & x_{M+N} \end{bmatrix}^T, \]
(3.32)
and retaining the first order of nonlinearity, we transform equation (3.28) into the mode form
\[ (I + q_k(x) \tilde{m}_k) \ddot{x} + (A + q_k(x) \tilde{k}_k) x + \tilde{q}_k(x) \tilde{m}_k \dot{x} + \frac{1}{2} \Psi^T \begin{bmatrix} x^T \tilde{k}_1 x & \cdots & x^T \tilde{k}_{M+N} x \end{bmatrix}^T \]
\[ - \frac{1}{2} \Psi^T \begin{bmatrix} \dot{x}^T \tilde{m}_1 \dot{x} & \cdots & \dot{x}^T \tilde{m}_{M+N} \dot{x} \end{bmatrix}^T = \Psi^T Q, \]
(3.33)
where
\[ \tilde{m}_k = \Psi^T m_k^{(1)} \psi, \quad \tilde{k}_k = \Psi^T k_k^{(1)} \psi, \quad \tilde{q}_k(x) = \psi^{(k)} x. \]
(3.34)
Here, \( \psi^{(k)} \) represent the kth line vector of the matrix \( \Psi \). Left multiplying equation (3.33) by \( (I + \sum_k q_k(x) \tilde{m}_k)^{-1} \) and omitting higher nonlinear items than second-order yields
\[ \ddot{x} + (I - q_k(x) \tilde{m}_k) A x + q_k(x) \tilde{k}_k x + \tilde{q}_k(x) \tilde{m}_k \dot{x} + \frac{1}{2} \Psi^T \begin{bmatrix} x^T \tilde{k}_1 x & \cdots & x^T \tilde{k}_{M+N} x \end{bmatrix}^T \]
\[ - \frac{1}{2} \Psi^T \begin{bmatrix} \dot{x}^T \tilde{m}_1 \dot{x} & \cdots & \dot{x}^T \tilde{m}_{M+N} \dot{x} \end{bmatrix}^T = (I - q_k(x) \tilde{m}_k) \Psi^T Q. \]
(3.35)
Equation (3.35) includes the square nonlinearity items on the left-hand side and the parametric excitation items on the right-hand side [16]. Equation (3.35) establishes a basis for the following numerical investigations.

4. An experimental case analysis

In this section, we will apply the theoretical model and method developed earlier to investigate an example of an experiment to validate the proposed theory.
(a) Experimental case

Here, we investigate an experimental example with the geometrical parameters: \( a = 0.103 \, \text{m}, \ \ H = 0.213 \, \text{m}, \ \ \Delta h = 0.0045 \, \text{m}, \ \ d = 0.135 \, \text{m} \). The material properties of the glass shell are mass density \( \rho_s = 2.777 \times 10^3 \, \text{kg} \, \text{m}^{-3} \), elastic module \( E = 9.65 \times 10^{10} \, \text{N} \, \text{m}^{-2} \) and Poisson’s ratio \( \nu = 0.25 \). The mass density of the water is \( \rho_w = 1.0 \times 10^3 \, \text{kg} \, \text{m}^{-3} \). The shell is horizontally excited by an electromagnetic exciter powered by an amplifier that amplifies a sinusoidal signal from a signal generator to produce the excitation force. A force sensor is arranged between the exciter and shell surface to measure and to monitor the force frequency and amplitude, which are controlled by adjusting the signal level from the generator and amplifier. The excitation frequency range is about 181.6 Hz near to the first higher natural frequency, measured by the experiment, with the mode \( \cos 2\theta \) of the coupling system (figure 2a). Three gravity waves were observed in the experiments as shown in figure 2. Figure 2b shows the first axisymmetric wave of natural frequency 3.02 Hz aroused by an excitation of frequency 184 Hz and magnitude 3.6 N, from which the Ritz function \( J_0(\lambda_{0,1}) \) is chosen. The second wave shown in figure 2c is aroused by an excitation of 185 Hz and 5.4 N, which has the natural frequency 3.57 Hz and wavenumber 4 corresponding to a water surface function \( J_4(\lambda_{4,1}) \cos 4\theta \). The third one shown in figure 2d is aroused by an excitation of 186 Hz and 7.8 N, which behaves as the second axisymmetric wave of frequency 4.11 Hz suggesting a water surface function \( J_0(\lambda_{0,2}) \).

The experiments demonstrated that (i) the appearances of different gravity waves depended on the amplitudes and frequencies of the excitation force; (ii) with time developing, there existed a transition phenomenon between different gravity waves for a given frequency and amplitude of the excitation force. These experimental observation results will be examined using our theoretical analysis as follows.

(b) Theoretical equations with four-mode approximations

To investigate and to explore the nonlinear phenomenon observed in this experiment, based on the Ritz functions listed in appendix A, we set up a four-mode interaction model by equations (3.4)–(3.6) with \( L = 16, \ M = 8 \) and \( N = 4 \). Using the method discussed in §3, we derive nonlinear equation (3.35) into the following form:

\[
\begin{align*}
\ddot{x}_1 &= -2\mu_1 \omega_1 x_1 - \omega_1^2 x_1 + F(8.12 x_2 - 9.32 x_3 - 10.7 x_4) \cos \Omega t \\
&\quad + (-1.29 \times 10^7 x_1 x_2 + 1.46 \times 10^7 x_1 x_3 + 1.68 \times 10^7 x_1 x_4) \\
&\quad + (9.40 \dot{x}_1 \dot{x}_2 - 10.7 \dot{x}_1 \dot{x}_3 - 12.3 \ddot{x}_1 \dot{x}_4) + 0.874 F \cos \Omega t, \\
\ddot{x}_2 &= -2\mu_2 \omega_2 x_2 - \omega_2^2 x_2 - 10.4 x_1 F \cos \Omega t \\
&\quad + (1.62 \times 10^7 x_1^2 + 6.84 \times 10^3 x_2^2 + 3.19 \times 10^3 x_2 x_3 + 2.71 \times 10^4 x_3^2 - 1.35 \times 10^4 x_4^2) \\
&\quad + (-16.6 \dot{x}_1^2 - 8.60 \dot{x}_2^2 - 79.1 \dot{x}_2 \dot{x}_3 - 35.2 \ddot{x}_3 - 20.9 \ddot{x}_4), \\
\ddot{x}_3 &= -2\mu_3 \omega_3 x_3 - \omega_3^2 x_3 + 3.45 x_1 F \cos \Omega t \\
&\quad + (-5.39 \times 10^6 x_1^2 + 1.47 \times 10^3 x_2^2 + 2.00 \times 10^4 x_2 x_3 + 1.74 \times 10^4 x_3^2 + 4.92 \times 10^3 x_4^2) \\
&\quad + (9.27 \dot{x}_1^2 + 35.5 \dot{x}_2^2 - 8.06 \dot{x}_2 \dot{x}_3 - 12.6 \ddot{x}_3 + 2.66 \ddot{x}_4), \\
\text{and} \quad \ddot{x}_4 &= -2\mu_4 \omega_4 x_4 - \omega_4^2 x_4 + 6.72 x_1 F \cos \Omega t \\
&\quad + (-1.05 \times 10^7 x_1^2 - 1.51 \times 10^3 x_2 x_4 + 1.92 \times 10^4 x_3 x_4) \\
&\quad + (13.8 \dot{x}_1^2 + 10.6 \dot{x}_2 \dot{x}_4 - 24.4 \ddot{x}_3 x_4). \\
\end{align*}
\]

Here, \( x_1 \) corresponds to the first higher natural mode in the form \( \cos 2\theta \), and \( x_2, x_3, x_4 \) involve the gravity waves associated with \( J_0(\lambda_{0,1}) \), \( J_0(\lambda_{0,2}) \), \( J_4(\lambda_{4,1}) \) \cos 4\theta \), respectively. The corresponding
Figure 2. Photos of the linear and nonlinear surface waves at excitation frequency near to 181.6 Hz: (a) linear response; (b) gravity wave $J_0(\lambda_0,1r)$, (c) gravity wave $J_4(\lambda_4,1r) \cos 4\theta$ and (d) gravity wave $J_0(\lambda_0,2r)$. (Online version in colour.)

Figure 3. The frequency–response curves ($F = 1.5$ N): (a) for mode coordinates $x_1$ (solid line), and (b) for mode coordinates $x_2$ (filled square), $x_3$ (circle), and $x_4$ (asterisks).

The frequencies are

$$\omega_1 = 2\pi \cdot 181.6, \quad \omega_2 = 2\pi \cdot 3.02, \quad \omega_3 = 2\pi \cdot 4.11 \quad \text{and} \quad \omega_4 = 2\pi \cdot 3.57.$$ 

To consider the practical damping effect, we respectively introduced the following four-mode damping coefficients into equations (4.1)

$$\mu_1 = 0.00435, \quad \mu_2 = 0.0065, \quad \mu_3 = 0.008 \quad \text{and} \quad \mu_4 = 0.0068.$$ 

Because there is no available theory and method to estimate/calculate the damping of the coupled system from known fluid/solid viscosities, these non-dimensional damping coefficients have to be measured by the corresponding experiments using the decaying rate method based on the recorded time histories of the responses.

(c) Force amplitudes and frequencies for exciting gravity waves

To explore the effect of amplitudes and frequencies of the excitation force on the appearance of gravity waves in this nonlinear FSI system, we fix a force amplitude then sweep its frequency from 176 to 190 Hz to solve equation (4.1) using a fifth-order Runge–Kutta–Fehlberg algorithm [17]. From these numerical calculations, we can find the suitable amplitude and frequency to excite a gravity wave.

Figure 3 shows the amplitude response curves of mode coordinates $x_1$, $x_2$, $x_3$ and $x_4$ when the excitation force amplitude is 1.5 N. Because the amplitude of the force is small, these response curves behave as the shapes for linearized system.
Figure 4. The frequency–response curves ($F = 2\, N$): (a) for mode coordinates $x_1$ (solid line), and (b) for mode coordinates $x_2$ (filled square), $x_3$ (circle), and $x_4$ (asterisks).

Figure 5. The frequency–response curves ($F = 3\, N$): (a) for mode coordinates $x_1$ (solid line), and (b) for mode coordinates $x_2$ (filled square), $x_3$ (circle), and $x_4$ (asterisks).

Figure 4 presents the frequency–response curves for the excitation force amplitude $2\, N$. In this excitation, as shown by figure 4a, an extra peak at about 184 Hz, when compared with figure 3a, is observed. At this frequency, the amplitude of $x_2$ is impetuously increased, as indicated by figure 4b, which implies the appearance of gravity wave $J_0(\lambda_0, 1r)$.

With the excitation force amplitude increased to $3\, N$, the frequency–response curves show the shapes given in figure 5. There are two peaks (figure 5a) which appeared at about 183.7 and 184.4 Hz, respectively. The amplitudes of $x_2$ and $x_4$ are impetuously increased at these two frequencies, which imply that the gravity waves $J_0(\lambda_0, 1r)$ and $J_4(\lambda_4, 1r) \cos 4\theta$ are excited. The calculation demonstrates that the gravity wave $J_0(\lambda_0, 1r)$ appears in an excitation frequency range of 181–184 Hz, whereas the gravity wave $J_4(\lambda_4, 1r) \cos 4\theta$ appears in an excitation frequency range of 184–186 Hz.

Figure 6 presents the frequency–response curves when the excitation force is $4.5\, N$, which shows that all three gravity waves are aroused. The gravity wave $J_0(\lambda_0, 1r)$ appears in the excitation frequency range of 179.3–183.6 Hz, whereas the gravity waves $J_4(\lambda_4, 1r) \cos 4\theta$ and $J_0(\lambda_0, 2r)$ appear in the excitation frequency range of 183.7–185.7 and 185.7–186.2 Hz, respectively.

Furthermore, sweeping the excitation frequency from 175 to 188 Hz, and varying the amplitude of excitation force from 0 to 11 N, we obtained the critical force–frequency curves as shown in figure 7. $F_{01}$, $F_{02}$ and $F_{41}$ denote the critical forces associated with the gravity waves $J_0(\lambda_0, 1r)$, $J_1(\lambda_0, 2r)$ and $J_4(\lambda_4, 1r) \cos 4\theta$, respectively. When the force amplitude and frequency is above these curves, the corresponding gravity waves would be aroused, while below these curves...
Figure 6. The frequency–response curves ($F = 4.5$ N): (a) for mode coordinates $x_1$ (solid line), and (b) for mode coordinates $x_2$ (filled square), $x_3$ (circle), and $x_4$ (asterisks).

Figure 7. Critical force–frequency curves for gravity waves $J_0(\lambda_0, r^{1\gamma})$, $J_4(\lambda_4, r^{1\gamma}) \cos 4\theta$ and $J_0(\lambda_0, r^{2\gamma})$. Open square, $F_{01}$; open circle, $F_{41}$; cross, $F_{02}$. (Online version in colour.)

there would be no gravity waves aroused. The black solid square, red dot and blue star represent the experimental observation points described in §4a. Figure 7 shows that experimental points are located exactly within regions predicted by the theoretical model.

It is worth mentioning that from figure 7 sufficient large amplitudes of excitation force with frequency equal to or below the high natural frequency 181.6 Hz of $x_1$ may excite gravity waves. This finding agrees with experimental observations of Shen [10]. However, previous researches by Huntley [4] and Mahony & Smith [5] concluded that no gravity wave occurred for this frequency region.

(d) Response spectrum analysis

Following the results obtained in §4c, we have learnt the suitable amplitude and frequency for exciting a gravity wave of the nonlinear system. For a linear system, the dynamic response frequency is the same as the frequency of the excitation force. What is the frequency spectrum of the dynamic response of this nonlinear system excited by a chosen amplitude and frequency of excitation force? To address this problem, we calculate the dynamic responses of the system excited by a force of amplitude (4.5 N) and frequency (183 Hz), in which the gravity wave $J_0(\lambda_0, r^{1\gamma})$ is expected to be excited. Figure 8 presents the spectrum of $x_1$ and $x_2$. The spectrum of $x_1$
includes about 11 frequency components of which the main energy lies in the frequency range of 171–189 Hz, whereas the spectrum of $x_2$ shows the dominant frequency 3 Hz of the gravity wave $J_0(\lambda_0 r)$. For this nonlinear system, a high-frequency excitation force excites a lower frequency gravity wave.

Figures 9 and 10 provide another two spectra with different force amplitudes and frequencies when gravity wave $J_0(\lambda_0 r) \cos 4\theta$ is aroused. These spectra agree with experimental observations by Li [9] and Shen [10].
Figure 11. The time histories of $x_1-x_4$ of the system excited by a force of amplitude 5.71 N and frequency 183.5 Hz: (a) 0–80, and (b) 18–22 s.

(e) Transitions between different gravity waves

In the experiments by Shen [10], it was observed that for certain excitation frequencies and force amplitudes, there was a transition between different gravity waves. A typical phenomenon shows that the amplitude of gravity wave $J_4(\lambda_4, \gamma) \cos 4\theta$ initially was large but then reduced to very
small after several seconds, and at the same time the amplitude of gravity wave $J_0(\lambda_{0,1}r) \cos \theta$ tended to a large stable value.

To explain this phenomenon, the time histories for $x_1-x_4$ from equation (4.1) are numerically calculated. Figure 11 shows these time histories obtained for the force of frequency 183.5 Hz and amplitude 5.71 N with the static initial conditions. These time histories obviously indicate that at about 20 s the amplitudes of variables $x_2, x_3$ and $x_4$ reach their maximum values, respectively. However, with the time increasing, the amplitudes of $x_3$ (wave mode $J_0(\lambda_{0,2}r)$) and $x_4$ (wave mode $J_4(\lambda_{4,1}r) \cos 4\theta$) tend their smaller stationary values, respectively, whereas the amplitude of $x_2$ (wave mode $J_0(\lambda_{0,1}r) \cos \theta$) reaches a large stationary value. These results agree with the experimentally observed phenomenon by Shen [10].

5. Conclusion and discussion

We have addressed the nonlinear phenomenon of low-frequency gravity water waves aroused by high-frequency excitation on a cylindrical shell partially filled with water by investigating nonlinear water–shell dynamic interactions. Based on a variational principle, the governing equations and numerical equations describing nonlinear FSI dynamics of a shell–water system are derived. The nonlinear interaction equations in mode form are constructed by retaining the first-order nonlinear items in derivations.

A four-mode interaction model is constructed which is used to analyse an experiment system. Numerical calculations are carried out to predict the excitation force–frequency regions exciting three gravity wave modes. The obtained time histories and spectrum analysis demonstrate the experimentally observed phenomena including the gravity wave modes transition.

Comparing with previous studies concentrating only on the water waves in the fluid domain excited by prescribed vessel motions, the theoretical model presented in this paper considers nonlinear FSI; therefore, new findings amend the previous researches:

— Mahony & Smith [5] developed an acoustic air–water wave interaction model which, theoretically, could not be directly applied to the glass shell–water system by Huntley [6]. Our study considers the elastic shell–water system, based on which the nonlinear responses of the shell-modulated vibration mode are theoretically predicted other than a single harmonic linear response was assumed by Huntley [6];
— by deductions from the basic Hamiltonian of the coupled system, the motion of shell and fluid is explicitly described as function of external excitation, other than the conjectural components assumed by Mahony & Smith [5]. The developed model therefore gives quantitative prediction of the critical force–frequency curve other than simple qualitative predictions;
— this study demonstrated that parametric nonlinearity exists in the system, which extends the instability region to excitation frequencies equal or below the natural frequency with sufficient large excitation amplitudes, as verified by experimental observations. However, previous researches by Huntley [4] and Mahony & Smith [5] predicted that excitation force should be infinite when excitation frequency is equal to or below the natural frequency; and
— this paper successfully predicted the transition between different gravity waves, which agrees with experimental observations.

For further researches, it is worth clarifying the following three issues. First, we tested a model, including surface tension effects, and a very small difference result was obtained when compared with the model with no surface tension consideration. Therefore, to simplify the model, we omitted the surface tension in this paper. In this coupled problem, for mode shape on the free surface of the high-frequency resonance, both linear theory and experiments reveal that the capillary wave component is relatively very small compared with the gravity wave components, surface tension is therefore not critical, so that the potential from surface tension is neglected.
For other problems, if surface tension effects are important, the surface tension can be included to get more accurate results. Furthermore, we did not consider water splashing cases, which is supported by our experimental observations: when carefully tuning the excitation force to a certain magnitude, the investigated phenomenon occurs without splashing. Therefore, based on our experiments with suitable excitation forces, we do not consider the slashing breaking waves, which is an important challenge research topic investigated by Terwagne & Bush [18] while studying Tibetan singing bowls. The last one involves half-frequency resonances, which may have a significant influence on the whole system, although it is not considered in this paper. A possible investigation on this type of resonance for fluid–water interaction systems may be considered.

The authors acknowledge the National Science Foundation of China for supporting this research under grant nos 10572101 and 19872003.

**Appendix A**

The functions of kinetic and potential energies of the shell and the Rayleigh–Ritz functions used in the paper.

The functions used in this paper are listed in table 1.

**Appendix B**

Parameter expansions of the nonlinear functions.

The movable integral region for the functions is shown in figure 12.

1. The gravity potential of the dynamic fluid

\[
V_F = \rho_F \int \int g z \, dv = \rho_F g \left[ \int_0^{2\pi} \int_0^a \int_{-d}^d z r \, dr \, d\theta + \int_0^{2\pi} \int_0^\eta \int_0^a z r \, dr \, d\theta \right] \\
+ \left[ \int_0^{2\pi} \int_0^a \int_{-d}^a z r \, dr \, d\theta + \int_0^{2\pi} \int_a^\eta \int_0^a z r \, dr \, d\theta \right] + \cdots
\]

\[
= \frac{1}{2} \rho_F g \left( \int_0^{2\pi} \int_0^a \int_{-d}^a \eta^2 r \, dr \, d\theta - \pi a^2 d^2 \right) + \rho_F g \left( \int_0^{2\pi} \int_0^a \int_{-d}^a \left( aw + \frac{1}{2} w^2 \right) \, dz \, d\theta \right) \\
+ \frac{1}{2} \rho_F g \left( \int_0^{2\pi} \int_0^a \int_{-d}^a \eta^2 r \, dr \, d\theta + \cdots \right)
\]

\[
= \frac{1}{2} \rho_F g \left( \sum_{i=1}^N \sum_{j=1}^N \eta_i \eta_j \int_0^{2\pi} \int_0^a \int_{-d}^a H_i H_j r \, dr \, d\theta - \pi a^2 d^2 \right) \\
+ \rho_F g \left( \sum_{k=1}^L \left( \int w_k \int_{-d}^0 z W_k a \, dz \, d\theta + \frac{1}{2} \sum_{s=1}^L w_k w_s \int_{-d}^0 z W_k W_s \, dz \, d\theta \right) \\
+ \frac{1}{2} \rho_F g \sum_{i=1}^N \sum_{j=1}^N \sum_{k=1}^L \eta_i \eta_j w_k \int_0^{2\pi} \left( (H_i H_j W_k) \int_{r=d}^a \eta q_i \, d\theta + \cdots \right) \right) \\
+ \cdots. \quad (B1)
\]

Rewrite (B1) into a matrix form

\[
V_F = V^{(0)} + q_i V_i^{(1)} + \frac{1}{2} k_{ij}^{(0)} q_i q_j + \frac{1}{6} k_{ij}^{(1)} q_i q_j q_l + \cdots, \quad (B2)
\]

where

\[
V^{(0)} = \frac{1}{2} \rho_F g \pi a^2 d^2 \quad (B3)
\]
Table 1. The functions of kinetic and potential energies of the shell and the Rayleigh–Ritz functions.

<table>
<thead>
<tr>
<th>Function</th>
<th>Formulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_s$</td>
<td>$\frac{1}{2} \rho \Delta h \int_0^{2\pi} \int_{z_d}^{z_0} (\ddot{u}^2 + \dot{v}^2 + \ddot{w}^2) a , dz , d\theta$</td>
</tr>
<tr>
<td>$V_s$</td>
<td>$\frac{E \Delta h}{2(1 - \nu^2)} \int_0^{2\pi} \int_{z_d}^{z_0} \left{ \left( \frac{\partial u}{\partial z} + \frac{1}{a} \left( \frac{\partial v}{\partial \theta} + w \right) \right)^2 - \frac{2(1 - \nu)}{a} \left[ \frac{\partial u}{\partial z} \left( \frac{\partial v}{\partial \theta} + w \right) \right] \right} a , dz , d\theta$</td>
</tr>
<tr>
<td>$W_1(\theta, z)$</td>
<td>$46.447 \cos \theta - 643.426(z + d)^2 + 2317(z + d)^3 - 6563(z + d)^4$</td>
</tr>
<tr>
<td>$W_2(\theta, z)$</td>
<td>$10.666(z + d) \cos 2\theta$</td>
</tr>
<tr>
<td>$W_3(\theta, z)$</td>
<td>$[40.64(z + d) - 540.44(z + d)^2 + 2303.96(z + d)^3 - 3826.05(z + d)^4] \cos 2\theta$</td>
</tr>
<tr>
<td>$W_4(\theta, z)$</td>
<td>$11.638(z + d) \cos 4\theta$</td>
</tr>
<tr>
<td>$H_1(r, \theta)$</td>
<td>$J_0(\lambda_{0,1}r)$</td>
</tr>
<tr>
<td>$H_2(r, \theta)$</td>
<td>$J_0(\lambda_{0,2}r)$</td>
</tr>
<tr>
<td>$H_3(r, \theta)$</td>
<td>$J_0(\lambda_{0,3}r)$</td>
</tr>
<tr>
<td>$H_4(r, \theta)$</td>
<td>$J_0(\lambda_{1,1}r)$</td>
</tr>
<tr>
<td>$H_5(r, \theta)$</td>
<td>$J_0(\lambda_{1,2}r)$</td>
</tr>
<tr>
<td>$H_6(r, \theta)$</td>
<td>$J_0(\lambda_{1,3}r)$</td>
</tr>
<tr>
<td>$H_7(r, \theta)$</td>
<td>$J_0(\lambda_{1,4}r)$</td>
</tr>
<tr>
<td>$H_8(r, \theta)$</td>
<td>$J_0(\lambda_{1,5}r)$</td>
</tr>
<tr>
<td>$\Phi_1(r, \theta, z)$</td>
<td>$J_0(\lambda_{0,1}r) \cosh[\lambda_{0,1}(z + d)] / \cosh(\lambda_{0,1}d)$</td>
</tr>
<tr>
<td>$\Phi_2(r, \theta, z)$</td>
<td>$J_1(\lambda_{0,1}r) \cosh[\lambda_{0,2}(z + d)] / \cosh(\lambda_{0,2}d)$</td>
</tr>
<tr>
<td>$\Phi_3(r, \theta, z)$</td>
<td>$J_2(\lambda_{0,1}r) \cosh[\lambda_{0,3}(z + d)] / \cosh(\lambda_{0,3}d)$</td>
</tr>
<tr>
<td>$\Phi_4(r, \theta, z)$</td>
<td>$J_0(\lambda_{1,1}r) \cosh[\lambda_{1,1}(z + d)] / \cosh(\lambda_{1,1}d)$</td>
</tr>
<tr>
<td>$\Phi_5(r, \theta, z)$</td>
<td>$J_1(\lambda_{1,1}r) \cosh[\lambda_{1,2}(z + d)] / \cosh(\lambda_{1,2}d)$</td>
</tr>
<tr>
<td>$\Phi_6(r, \theta, z)$</td>
<td>$J_2(\lambda_{1,1}r) \cosh[\lambda_{1,3}(z + d)] / \cosh(\lambda_{1,3}d)$</td>
</tr>
<tr>
<td>$\Phi_7(r, \theta, z)$</td>
<td>$J_0(\lambda_{1,1}r) \cosh[\lambda_{1,1}(z + d)] / \cosh(\lambda_{1,1}d)$</td>
</tr>
<tr>
<td>$\Phi_8(r, \theta, z)$</td>
<td>$J_1(\lambda_{1,1}r) \cosh[\lambda_{1,1}(z + d)] / \cosh(\lambda_{1,1}d)$</td>
</tr>
<tr>
<td>$\Phi_9(r, \theta, z)$</td>
<td>$\frac{\pi}{d} \sqrt{l_0^2(\pi a/d)}$</td>
</tr>
<tr>
<td>$\Phi_{10}(r, \theta, z)$</td>
<td>$\cos 2\theta \cdot r^2 / \sqrt{2\sigma^2}$</td>
</tr>
<tr>
<td>$\Phi_{11}(r, \theta, z)$</td>
<td>$\cos(\pi z/d) \cos 2\theta l_1(\pi z/d) / l_1(\pi a/d)$</td>
</tr>
<tr>
<td>$\Phi_{12}(r, \theta, z)$</td>
<td>$\cos(2\pi z/d) \cos 2\theta l_2(2\pi z/d) / l_2(2\pi a/d)$</td>
</tr>
<tr>
<td>$\Phi_{13}(r, \theta, z)$</td>
<td>$\cos(3\pi z/d) \cos 2\theta l_3(3\pi z/d) / l_3(3\pi a/d)$</td>
</tr>
<tr>
<td>$\Phi_{14}(r, \theta, z)$</td>
<td>$\cos(4\pi z/d) \cos 2\theta l_4(4\pi z/d) / l_4(4\pi a/d)$</td>
</tr>
<tr>
<td>$\Phi_{15}(r, \theta, z)$</td>
<td>$\cos 4\theta \cdot r^4 / \sqrt{2\sigma^2}$</td>
</tr>
<tr>
<td>$\Phi_{16}(r, \theta, z)$</td>
<td>$\cos(\pi z/d) \cos 4\theta l_4(\pi z/d) / l_4(\pi a/d)$</td>
</tr>
</tbody>
</table>
Figure 12. The moveable integral region.

and

\[ V^{(1)} = \rho_F G \left[ \begin{array}{cccc} 0 & \cdots & 0 \end{array} \right] \begin{array}{c} \int_{0}^{2\pi} \int_{-d}^{0} z W_1 a \, d\theta \, d\phi \cdots \int_{0}^{2\pi} \int_{-d}^{0} z W_N a \, d\theta \, d\phi \end{array} \right]^T , \]  

(B4)
as well as \( k_{ij}^{(0)} \) and \( k_{ij}^{(1)} \) represent the element (line \( i \) and column \( j \)) of the matrices \( k^{(0)} \) and \( k^{(1)} \) (or \( k_l^{(1)} \)), respectively. Using the subindex range: \( i = 1, 2, \ldots, M; \ j = 1, 2, \ldots, N; \ k = 1, \ldots, M \) and \( l = M + 1, \ldots, M + N \), we write these matrices in equation (B2) in the following matrix forms:

\[
k^{(0)} = \begin{bmatrix} k_{11}^{(0)} & 0 \\ 0 & k_{11}^{(0)} \end{bmatrix}, \]  

(B5)

\[
k_k^{(1)} = \begin{bmatrix} 0 & k_{kk}^{(1)} \\ k_{kk}^{(1)} & 0 \end{bmatrix}, \]  

(B6)

\[
k_l^{(1)} = \begin{bmatrix} k_{ll}^{(1)} & 0 \\ 0 & 0 \end{bmatrix}, \]  

(B7)

and

\[
k_{ij}^{(0)} = \rho_F G \int_{0}^{2\pi} \int_{-d}^{0} H_k H_i \, r \, d\theta \, dr, \]  

(B8)

\[
k_{ii}^{(0)} = \rho_F G \int_{0}^{2\pi} \int_{-d}^{0} z W_i W_j \, dz \, d\theta, \]  

(B9)

\[
k_{kk}^{(1)} = \rho_F G \int_{0}^{2\pi} (H_k H_i W_j) \big|_{z=0} a \, d\theta, \]  

(B10)

\[
k_{ll}^{(1)} = \rho_F G \int_{0}^{2\pi} (H_k H_i W_j) \big|_{z=0} a \, d\theta. \]  

(B11)

2. The gravity mass matrix \( M_F \) of the fluid

The matrix \( M_F \) depends on the vector \( b \) and matrix \( C \). The element of vector \( b \) is given by

\[
b_i = \rho_F \int_{\Omega} \Phi_i \, dv \\
= \rho_F \left[ \int_{0}^{2\pi} \int_{-d}^{0} \Phi_i r \, dz \, d\theta + \int_{0}^{\pi} \int_{0}^{\eta} \Phi_i r \, dz \, d\theta \right.
\]  

\[+ \int_{0}^{2\pi} \int_{-d}^{w} \Phi_i r \, dz \, d\theta + \int_{0}^{\pi} \int_{0}^{\eta} \Phi_i r \, dz \, d\theta + \cdots \]
\[ \begin{align*}
&= \rho F \int_{0}^{2\pi} \int_{0}^{L} \Phi_{i}r \, dr \, d\theta + \rho F \int_{0}^{2\pi} \int_{0}^{a} \left( \Phi_{i} \big|_{z=0} \Phi_{i} \right) \frac{1}{a} \frac{\partial \Phi_{i}}{\partial r} \bigg|_{r=a} w \, dr \, d\theta \\
&+ \rho F \int_{0}^{2\pi} \int_{0}^{a} \left[ \Phi_{i} \big|_{r=a} w + \frac{1}{2} \left( \Phi_{i} + \frac{1}{a} \frac{\partial \Phi_{i}}{\partial r} \right) \bigg|_{r=a} w^{2} \right] a \, dz \, d\theta + \rho F \int_{0}^{2\pi} \left( \Phi_{i} \eta \right)_{r=a} a \, d\theta + \ldots \\
&= \rho F \left( \rho \int_{0}^{2\pi} \int_{0}^{a} \frac{1}{2} \left( \Phi_{i} + \frac{1}{a} \frac{\partial \Phi_{i}}{\partial r} \right) \bigg|_{r=a} w^{2} \right) a \, dz \, d\theta \\
&+ \frac{1}{2} \sum_{i=1}^{m} \sum_{n=1}^{m} \eta_{i} \eta_{n} \int_{0}^{2\pi} \int_{0}^{a} \left( \frac{\partial \Phi_{i}}{\partial z} \bigg|_{z=0} H_{j} H_{r} \right) a \, dz \, d\theta \\
&+ \rho F \sum_{k=1}^{n} w_{k} \int_{0}^{2\pi} \int_{-d}^{0} \Phi_{i} l_{a} \, dz \, d\theta \\
&+ \frac{1}{2} \sum_{k=1}^{n} \sum_{s=1}^{n} w_{k} w_{s} \int_{0}^{2\pi} \int_{-d}^{0} \left( \frac{\partial \Phi_{i}}{\partial r} \bigg|_{r=a} H_{j} \right) w_{k} w_{s} \, dz \, d\theta \\
&+ \rho F \sum_{j=1}^{m} \sum_{k=1}^{n} \eta_{j} w_{k} \int_{0}^{2\pi} \left( \Phi_{i} H_{j} W_{k} \right)_{z=0} a \, d\theta + \ldots.
\end{align*} \]

The matrix \( \mathbf{B} \) is defined by

\[ \mathbf{B} = \frac{\partial \mathbf{b}}{\partial \mathbf{q}} = \mathbf{B}^{(0)} + \sum_{k=1}^{M+N} q_{k} \mathbf{B}_{k}^{(1)} + \ldots, \]

where

\[ \mathbf{B}^{(0)} = \begin{bmatrix} \mathbf{B}^{(0)}_{I} & \mathbf{B}^{(0)}_{II} \end{bmatrix} \quad \text{and} \quad \mathbf{B}_{k}^{(1)} = \begin{bmatrix} \mathbf{B}_{k}^{(1)} & \mathbf{B}_{k}^{(1)} \end{bmatrix}, \]

in which

\[ \begin{align*}
B_{1ij}^{(0)} &= \rho F \int_{0}^{2\pi} \int_{0}^{a} \Phi_{i} l_{a} H_{j} \, dr \, d\theta \\
B_{110}^{(0)} &= \rho F \int_{0}^{2\pi} \int_{0}^{a} \Phi_{i} l_{a} W_{a} \, dz \, d\theta,
\end{align*} \]

\[ \begin{align*}
B_{kij}^{(1)} &= \rho F \int_{0}^{2\pi} \int_{0}^{a} \left( \frac{\partial \Phi_{i}}{\partial r} \bigg|_{r=a} \right) H_{j} H_{r} \, dr \, d\theta \\
B_{kij}^{(1)} &= \rho F \int_{0}^{2\pi} \left( \Phi_{i} W_{j} H_{k} \right)_{z=0} a \, d\theta \\
B_{kij}^{(1)} &= \rho F \int_{0}^{2\pi} \left( \Phi_{i} W_{j} \right)_{z=0} a \, d\theta \\
B_{kij}^{(1)} &= \rho F \int_{0}^{2\pi} \left( \Phi_{i} W_{j} \right)_{z=0} a \, d\theta \\
B_{kij}^{(1)} &= \rho F \int_{0}^{2\pi} \left( \Phi_{i} W_{j} \right)_{z=0} a \, d\theta
\end{align*} \]

and the subindices ranges are: \( i = 1, 2, \ldots, L; \ n = 1, 2, \ldots, N; \ j = 1, 2, \ldots, M; \ k = 1, 2, \ldots, M; \ l = (M + 1), \ldots, (M + N). \)
3. The matrix $\mathbf{C}$

$$ C_{ij} = \rho_F \int_0^{2\pi} \int_0^\pi \nabla \Phi_i \cdot \nabla \Phi_j \, dv $$

$$ = \rho_F \int_0^\pi \int_0^a (\nabla \Phi_i \cdot \nabla \Phi_j) r \, dr \, d\theta $$

$$ + \sum_{k=1}^M \eta_k \rho_F \int_0^{2\pi} \int_0^a (\nabla \Phi_i \cdot \nabla \Phi_j)_{z=0} H_k r \, dr \, d\theta $$

$$ + \sum_{s=1}^N \omega_s \rho_F \int_0^{2\pi} \int_{-d}^0 (\nabla \Phi_i \cdot \nabla \Phi_j)_{r=0} W_s \, dz \, d\theta + \cdots, \quad (B\ 21) $$

which is expanded as

$$ \mathbf{C} = \mathbf{C}^{(0)} + \sum_{k=1}^{M+N} q_k \mathbf{C}_k^{(1)} + \cdots, \quad (B\ 22) $$

where

$$ C_{ij}^{(0)} = \rho_F \int_0^\pi \int_0^a (\nabla \Phi_i \cdot \nabla \Phi_j) r \, dr \, d\theta, \quad (B\ 23) $$

$$ C_{ij}^{(1)} = \begin{cases} \rho_F \int_0^{2\pi} \int_0^a (\nabla \Phi_i \cdot \nabla \Phi_j)_{z=0} H_k r \, dr \, d\theta, & k \leq M \\ \rho_F \int_0^\pi \int_{-d}^0 (\nabla \Phi_i \cdot \nabla \Phi_j)_{r=0} W_k \, dz \, d\theta, & M < k \leq M + N \end{cases}, \quad (B\ 24) $$

4. The matrix $\mathbf{m}$

From equation (3.33), it follows that

$$ \mathbf{m} = \mathbf{B}^T \mathbf{C}^{-1} \mathbf{B}. \quad (B\ 25) $$

Substituting (B 13) and (B 22) into (B 24), we obtain

$$ \mathbf{m} = \left( \mathbf{B}^{(0)} + \sum_{k=1}^{M+N} q_k \mathbf{B}_k^{(1)} \right)^T \left( \mathbf{C}^{(0)} + \sum_{k=1}^{M+N} q_k \mathbf{C}_k^{(1)} \right)^{-1} \left( \mathbf{B}^{(0)} + \sum_{k=1}^{M+N} q_k \mathbf{B}_k^{(1)} \right) + \cdots $$

$$ = \mathbf{B}^{(0)T} \mathbf{C}^{(0)-1} \mathbf{B}^{(0)} $$

$$ + \sum_{k=1}^{M+N} q_k (\mathbf{B}_k^{(1)T} \mathbf{C}^{(0)-1} \mathbf{B}_k^{(1)}) + \mathbf{B}^{(0)T} \mathbf{C}^{(0)-1} \mathbf{B}_k^{(1)} - \mathbf{B}^{(0)T} \mathbf{C}^{(0)-1} \mathbf{C}_k \mathbf{C}^{(0)-1} \mathbf{B}^{(0)} + \cdots, \quad (B\ 26) $$

Let

$$ \mathbf{m} \equiv \mathbf{m}^{(0)} + \sum_{k=1}^{M+N} q_k \mathbf{m}_k^{(1)} + \cdots, \quad (B\ 27) $$

then

$$ \mathbf{m}^{(0)} = \mathbf{B}^{(0)T} \mathbf{C}^{(0)-1} \mathbf{B}^{(0)} \quad (B\ 28) $$

and

$$ \mathbf{m}_k^{(1)} = \mathbf{B}_k^{(1)T} \mathbf{C}^{(0)-1} \mathbf{B}^{(0)} + \mathbf{B}^{(0)T} \mathbf{C}^{(0)-1} \mathbf{B}_k^{(1)} - \mathbf{B}^{(0)T} \mathbf{C}^{(0)-1} \mathbf{C}_k \mathbf{C}^{(0)-1} \mathbf{B}^{(0)}. \quad (B\ 29) $$
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