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Given the foreseeable pervasiveness of artificial intelligence (AI) in modern societies, it is legitimate and necessary to ask the question how this new technology must be shaped to support the maintenance and strengthening of constitutional democracy. This paper first describes the four core elements of today’s digital power concentration, which need to be seen in cumulation and which, seen together, are both a threat to democracy and to functioning markets. It then recalls the experience with the lawless Internet and the relationship between technology and the law as it has developed in the Internet economy and the experience with GDPR before it moves on to the key question for AI in democracy, namely which of the challenges of AI can be safely and with good conscience left to ethics, and which challenges of AI need to be addressed by rules which are enforceable and encompass the legitimacy of democratic process, thus laws. The paper closes with a call for a new culture of incorporating the principles of democracy, rule of law and human rights by design in AI and a three-level technological impact assessment for new technologies like AI as a practical way forward for this purpose.

This article is part of a theme issue ‘Governing artificial intelligence: ethical, legal, and technical opportunities and challenges’.

1. Introduction

The triad of human rights, democracy and the rule of law are the core elements of western, liberal constitutions, the ‘Trinitarian formula’ of our constitutionalist faith.1

1Term coined by Kumm [1]; cf on the role of this formula in and for international law see Kumm [2].
These principles are the supreme law of the land—all actions of government, legislators and indeed societal reality are measured against them. Given the foreseeable pervasiveness of artificial intelligence (AI) in modern societies, it is legitimate and necessary to ask the question of how this new technology must be shaped to support the maintenance and strengthening of the constitutional ‘Trinitarian formula’ rather than weakening it. The answer proposed here is that we need a new culture of technology and business development for the age of AI which we call ‘rule of law, democracy and human rights by design’.

The principle of rule of law, democracy and human rights by design in AI is necessary because on the one hand the capabilities of AI, based on big data and combined with the pervasiveness of devices and sensors of the Internet of things, will eventually govern core functions of society, reaching from education via health, science and business right into the sphere of law, security and defence, political discourse and democratic decision making. On the other hand, it is also high time to bind new technology to the basic constitutional principles, as the absence of such framing for the Internet economy has already led to a widespread culture of disregard of the law and put democracy in danger, the Facebook Cambridge Analytics scandal being only the latest wake-up call in that respect.2

The need for framing the future relationship between technology and democracy cannot be understood without an understanding of the extraordinary power concentration in the hands of few Internet giants.

This paper therefore first describes the four core elements of today’s digital power concentration, which need to be seen in cumulation and which, seen together, are both a threat to democracy and to functioning markets.

It will then recall the experience with the lawless Internet and the relationship between technology and the law as it has developed in the Internet economy and move on to the key question for AI in democracy, namely which of the challenges of AI can be safely and with good conscience left to ethics, and which challenges of AI need to be addressed by rules which are enforceable and encompass the legitimacy of democratic process, thus laws.

The paper will close with a call for a new culture of incorporating the principles of democracy, rule of law and human rights by design in AI and a three-level technological impact assessment for new technologies like AI as a practical way forward for this purpose.

2. A unique concentration of power in the hands of digital Internet giants which develop artificial intelligence

AI is developed as an add-on to the digital Internet economy, which it may dominate one day. There is no doubt that one must differentiate between the Internet as such, being a technical structure for connecting people and information, and what is happening on the Internet, as one must differentiate between the theoretical potential of AI for good and the context and purposes for which it is actually developed by those who largely control its development. It would be naïve to ignore that for most in our societies today, the reality of how they use the Internet and what the Internet delivers to them is shaped by a few mega corporations, as it would be naïve to ignore that the development of AI is dominated exactly by these mega corporations and their dependent ecosystems. A differentiated analysis is therefore called for, going beyond the theory of the Internet and simplistic, prima facie plausible claims of the freedom and benefits a free Internet can provide or a simplistic claim of the theoretical public benefits from AI. The analysis must include the real impacts of new digital technologies and business activities based on the Internet and AI, in particular the activities of the ‘Frightful five’ [3,4] shaping our experience with the Internet and digital technologies like AI: Google, Facebook,

2See in more detail the chapter ‘The internet and its failures have thrived on a culture of lawlessness and irresponsibility’ below, and most recently the interim report on Disinformation and ‘Fake News’ by the select Committee on Culture Media and Sports of the UK House of Commons, 29 July 2018, available at https://publications.parliament.uk/pa/cm201719/cmselect/cmcumeds/363/36302.htm.
Microsoft, Apple, and Amazon. These corporations, together with a few others, shape not only the delivery of Internet-based services to individuals. They are extremely profitable, leading to rises in stock market valuations, and therefore wield economic power which does not only guarantee disproportionate access to legislators and governments, but also allows them to hand out freely direct or indirect financial or in kind support in all areas of society relevant to opinion building in democracy: governments, legislators, civil society, political parties, schools and education, journalism and journalism education and—most importantly—science and research. The pervasiveness of these corporations is thus a reality not only in technical terms, but also with regard to resource attribution and societal matters. Politics, civil society, science, journalism and business traditionally try to keep a certain distance from each other, some call it an arm’s length relationship. But today, the frightful five are present in all of these fields, to gain knowledge and learn for their own purposes, but also, to put it in diplomatic terms, to gain sympathy and understanding for their concerns and interests. The critical inquiry into the relationship of the new technologies like AI with human rights, democracy and the rule of law must therefore start from a holistic look on the reality of technology and business models as they exist today, including the accumulation of technological, economic and political power in the hands of the ‘frightful five’, which are at the core of the development and systems integration of AI into commercially viable services.

The accumulation of digital power, which shapes the development and deployment of AI as well as the debate on its regulation, is based on four sources of power.

First, deep pockets, money being the classic tool of influence on politics and markets. Not only can the digital mega players afford to invest heavily in political and societal influence as already mentioned, they can also afford to buy up new ideas and start-ups in the area of AI or indeed any other area of interest to their business model—and they are doing just that. Second, beyond informal influence based on money, these corporations increasingly control the infrastructures of public discourse and the digital environment decisive for elections. No candidate in democratic process today can afford not to rely on their services. And their internet services increasingly become the only or main source of political information for citizens, especially the younger generation, to the detriment of the Fourth Estate, classic journalist publications, with the ambition to control power, so important to democracy. Their targeted advertising business model drains the Fourth Estate, journalism, concentrating today more than 80% of new advertisement revenue previously the basis for the plurality of privately financed press in the hands of just two companies, namely Google and Facebook. They are not the only,

---

3 Apple, Alphabet, Facebook, Amazon, Microsoft hold the top positions in global stock market valuations 2018, see https://www.statista.com/statistics/263264/top-companies-in-the-world-by-market-value/; and they had the highest absolute increase of stock market capitalization since 2009 worldwide, see the latest PWC report on the top 100 companies, slide 32, available at https://www.pwc.com/gx/en/audit-services/assets/pdf/global-top-100-companies-2017-final.pdf

4 See on the US Tech giants lobby spending in Brussels: https://www.statista.com/chart/11578/us-tech-giants-lobbying-in-europe/ and in the US: https://www.statista.com/chart/10393/lobbying-expenditure-of-tech-companies/; for a realistic comparison of lobbying spending in the EU and the US, one would have to include the lobbying in capitals of Member States of the EU, as it is the governments of the EU which determine to a large part the content of EU legislation; the figures are not including the substantial costs of cultural and “information” events which serve to make friends and gain hearing among policy makers, nor do they include the spending on journalism education, journalism projects, civil society organization and stakeholder fora and think tanks or academic research in the areas of social sciences related to the internet. For a full understanding of the influence of the tech giants on the public debate relating to AI and internet policy, all this spending would have to be seen in cumulation, and in addition to the spending of trade organizations to which they belong or which they finance.


6 See for details on the increasing market share of social networks and search as a source for news to the detriment of traditional media, Where do people get their news? The British media landscape in 5 Charts, Rasmus Kleis Nielsen, 30 May 2017, published on ‘Medium’ by Oxford University, https://medium.com/oxford-university/where-do-people-get-their-news-8e850a4dea03.

7 Financial Times, 4 December 2017: Google and Facebook dominance forecast to rise, Tech duopoly to account for 84% of online advertising spend this year, forecasts reports, https://www.ft.com/content/cf621816-8480-11e7-a039-cdef81c99482; Adexchanger, 10 May 2018: Digital Ad Market Soars To $88 Billion, Facebook And Google Contribute 90% Of Growth, https://adexchanger.com/online-advertising/digital-ad-market-soars-to-88-billion-facebook-and-google-contribute-90-of-growth/.
but a major cause of the dying of newspapers and Fourth Estate journalism as a profession, both in Europe and in the USA.

Third, these mega corporations are in the business of collecting personal data for profit and of profiling anyone of us based on our behaviour online and offline. They know more about us than ourselves or our friends—and they are using and making available this information for profit, surveillance and security and election campaigns. They are benefitting from the claim to empower people, even though they are centralizing power on an unprecedented scale. The Cloud and profiling are the key tools of centralization.

Fourth, these corporations are dominating development and systems integration into usable AI services. While their basic AI research may, in part, be publicly accessible, the much more resource intensive work on systems integration and AI applications for commercial use is taking place in a black box with resources surpassing the public investments in similar research in many countries. The combination of their prior dominance in profiling of people and collecting as well as analysing and distributing information over the Internet with the new optimizing capabilities of AI will strengthen their dominance in all areas of activities they are already in, and extend it to others.

It is this cumulation of power in the hands of a few—the power of money, the power over infrastructures for democracy and discourse, the power over individuals based on profiling and the dominance in AI innovation, which must be seen together.

The Internet giants are the single group of corporations in history which have managed to keep their output largely unregulated, to dominate markets and be most profitable at the top of the stock exchange, to command important influence on public opinions and politics, and at the same time stay largely popular with the general public. It is this context of a unique concentration of power, the experience with the absence of regulation for software and Internet-based services and the history of technology regulation by law which must inform the present debate about ethics and law for AI, together with the potential capabilities and impacts of this new technology.

3. The Internet and its failures have thrived on a culture of lawlessness and irresponsibility

In a history of ‘Google books’, Scott Rosenberg [5] describes the early attitude of Silicon Valley as engineering driven and without respect for the law. This ‘better ask forgiveness than permission’ attitude brought ‘Google Books’ into conflict with copyright laws and ‘Uber’ with labour law and regulation of public transport. Google took away a ‘lesson’, namely to consider ‘lobbyists and lawyers’ earlier to be able to play the ‘sometimes’ necessary game of politics.

The Silicon Valley and its current culture follow the Californian ideology [6]. Its roots reach back to the 1960’s youth movement. This movement, in part, sought the withdrawal from politics dominated by Washington and from the domination of the—at the time—IBM mainframe. Normatively, there was a strong impetus for personal freedom and individual empowerment through decentralization at the core of this movement. The development of the personal computer and the emblematic first advertisement in 1984 of the Apple Macintosh were expressions of this
quest for individual freedom and self-fulfilment, away from societal restraints and dependency on the state and its institutions.

Famously, in his ‘Declaration of the Independence of Cyberspace’, John Perry Barlow rejected the idea that any law might suit the Internet, claiming that traditional forms of government, those which we would argue can only be based on the rule of law, ‘have no sovereignty where we (the actors of cyberspace) gather’.\(^\text{10}\) It is no coincidence that this declaration was presented in 1996 at the World Economic Forum.\(^\text{11}\)

This idea was mirrored in legal discourse too, as Johnson and Post posited that, if users of a particular space on the Internet wanted to establish a set of rules that would not violate vital interests of non-users ‘the law of sovereigns in the physical world should defer to this new form of self-government’ [9].

But, it was not only the California ideology which drove disrespect for the law. The teaching of disruptive innovation, widespread in business schools, eventually legitimised even the disruption of the law.\(^\text{12}\) The heroes of the disruptive Internet did not just speak out against governments and parliamentary law, break intellectual property rights and transport law, they also became a fashion to trick the system of tax collection based on national jurisdiction, making necessary such decisions by the European Commission as that on Apple having to pay 13 billion Euros of previously unpaid taxes in Ireland,\(^\text{13}\) or to disrupt regulators by not telling the truth, as it happened in the Facebook/WhatsApp merger case, which led the European Commission to impose a fine of 110 million Euro on Facebook.\(^\text{14}\) Avoiding the law or intentionally breaking it, telling half truths to legislators or trying to ridicule them, as we recently saw in the Cambridge Analytica hearings by Mark Zuckerberg of Facebook, became a sport on both sides of the Atlantic in which digital corporations, digital activists and digital engineers and programmers rubbed shoulders.

Their explicit or implicit claim that parliamentarians and governments do not understand the Internet and new technology such as AI, and thus have no legitimacy to put rules for these in place, is not matched with a self-reflection on how little technologists actually understand democracy and the functioning of the rule of law as well as the need to protect fundamental rights in a world in which technology increasingly tends to undermine all these three pillars of constitutional democracy.

On the contrary, the figures of argumentation presented by tech corporations and activists alike against new law\(^\text{15}\) over and over demonstrate that still today they put technology before and above democracy. They do not realize or do not want to realize that their crusade against the law puts democracy in a pincer movement between technology on the one hand and populists as well

\(^\text{10}\)Barlow [7]; see the relativization by Barlow himself: Barlow [8].


as dictators on the other. The automated public sphere (Frank Pasquale), the new communications environment of the Internet, in addition plays into the hands of populists, as they are best able to communicate their ideology in short messages adapted to the new agora of political discourse, the mobile phone screen. Trump ruling by tweet is the best example for this. Constructive policies, which address the complexity of modern societies and seek democratic, inclusive debate, do not fit into a tweet or only on one mobile phone screen.

The struggle to evade democratic law, and thus responsibility, is not limited to the political arena or to any specific area of law. It is also fought before the judiciary.

A prominent example for this fight against responsibility in a judicial proceeding, directly relevant to AI, is the ‘Google Spain’ case before the CJEU. In this case, Google first disputed the applicability of EU data protection law to the benefit of EU citizens despite it having set up a subsidiary on EU territory. In doing so, Google essentially claimed that because the answer to the search questions posed in Europe came from Californian servers, only Californian law was applicable. Second, it disputed that its search engine operation could be regarded as ‘data processing’, which would have relieved Google from any responsibility for search answers, basically claiming that the selection process of its search engine is beyond its control due to automation in the form of an algorithm.

Google thus in this case revealed its worldview as to the rule of law: first, automation in the form of an algorithm providing a service to individuals should shield the intermediary using this technology from any legal responsibility. In this view, John Perry Barlow’s dream would come true—technology would win over the rule of law in the digital age. Second, if there should be any form of regulatory responsibility, it can only be one global regime, presumably dominated by US law, adjudicated by US judges. Ideal for Google in terms of reducing business compliance costs when operating in different jurisdictions, fully in line with its goal of maintaining a unique global Internet structure, not fragmented by national regulation, thus making justice much more difficult to pursue for non-US citizens/residents.

It is in this context all the more satisfying how the CJEU, in what has been coined as ‘return of the law’ [10], reacted to these arguments: it answered Google’s submissions within the boundaries of legitimate statutory interpretation, but with a clear ‘sensitivity’ for the significance these submissions posed for the greater context. Effectively, it rejected the claims Google made and thus enabled effective protection of fundamental rights for European citizens based on primary law and a longstanding European legal tradition of protecting privacy and personal data.

The Google Spain Judgement is today the leading case allowing one to object to any attempt to separate responsibility for automation and autonomous development of AI from the original creation and putting into business of such programs. One may speculate whether Google in making the arguments denying its responsibility for what the search algorithm did was already thinking of creating a general precedent for shielding it from responsibility for what autonomous AI algorithms would do one day. In any case, the answer of the CJEU in this case was clear and reassuring: there cannot be such shielding against responsibility.

Seeing all this in context, the common denominator is indeed an effort to evade responsibility, first on the level of the making of law, second on the level of the application of the law, and this by a group of companies which concentrate power in their hands without precedent in history.

It is important not to ignore this history of failure to assign and assume responsibility in the Internet age, both by legislators and by tech corporations, which led to the fiascos of the Internet, in the form of spreading of mass surveillance, recruitment to terrorism, incitement to racial and religious hate and violence as well as multiple other catastrophes for democracy, the latest being the Cambridge Analytica scandal and the rise of populists, often the most sophisticated beneficiaries of the assistance of Facebook, Youtube, Twitter and co, combining the advertising and network techniques of targeted advertising developed for profit with political propaganda.

---


17 Ibid, para 22.
4. Ethics and law to ensure that AI serves the public good

The debate on ethics for AI has already identified the numerous challenges to fundamental rights and the rule of law which AI poses.\(^{18}\) It is clear before this important body of work that AI cannot and will not serve the public good without strong rules in place. The potential capabilities of AI simply forbid repeating the risk taking which led to the lawlessness in the emergent Internet age, as these capabilities can create major and irreversible damage to society.

But today, with AI being developed by mega corporations with investments of billions, the infancy argument, so much abused for the Internet and having created so much damage, is back—this time for AI.

In a move of genius, the corporations interested have started to finance multiple initiatives to work on ethics of AI, thus, while pretending best intentions, effectively delaying the debate and work on law for AI. There is no doubt that ethics is a good thing, in particular intra-company ethics for the leadership and employees which go beyond what the law requires. But, any effort to replace or avoid the necessary law on AI through ethics must be rejected, as this effectively cuts out democratic process. It is also clear that the numerous conflicts of interests which exist between the corporations and the general public as to the development and deployment of AI cannot be solved by unenforceable ethics codes or self-regulation. This is not to say that the corporations have no contribution to make in the debates on ethics and law for AI, and that many people working for them have the best intentions and can be important partners in this debate. Given the long reach of the finances of the mega corporations, it is however important that very clear accounts are given of any relations of employment, financing or other benefits received or expected from any of the interested parties by those participating in the debate. Those who are keen to debate ethics in the first place should follow this rule of transparency and honesty as to possible conflicts of interests—and leave the audience to judge the value of arguments made in light of their relations with interested parties.

The design of AI for autonomous development and its very widespread use may well lead to much more catastrophic impacts than those the unregulated Internet has already produced. There is therefore a strong argument, only looking at the experience with the Internet and the potential capabilities of AI as well as its potential widespread use, to mitigate in favour of a precautionary legal framework, setting down the basic rules necessary to safeguard the public interest in the development and deployment of AI.

It is astonishing how much in the defensive the proponents of law for AI are today, as after all there is a long history of technology regulation by law. Every architect must already learn during studies the building code and work according to its legal rules, which give form to the public interest not to have buildings collapse. Every car on the street must go through type approval, for reasons of safety. The legal duty to put on seatbelts, heavily fought against by industry and automobile clubs alike, eventually reduced the number of traffic deaths by half. Over and over society has confirmed the experience that law, and not the absence of law, relating to critical technology serves the interests of the general public.

Closer to the present, the work on ethics for AI has already identified not only numerous very important challenges AI poses for the rule of law, democracy and individual rights. It has also already led to numerous catalogues of ethic rules for AI and autonomous systems. Alan Winfield counted 10 codes of ethics for AI.\(^{19}\) The latest add-on to this list are the Statement on Artificial Intelligence, Robotics and ‘Autonomous Systems’ by the European Group on Ethics in Science and New Technologies of 9 March 2018\(^ {20}\) and the paper by the French Data Protection Authority CNIL on rules for Artificial Intelligence of 15 December 2017.\(^ {21}\)

---

There is thus no scarcity of proposals of ethical principles for AI, and the ongoing work of the High Level Group on AI, created by the European Commission in its Communication on Artificial Intelligence of 25 April 2018, will certainly work through all this material and develop yet another catalogue of proposals by the end of 2018.

With all this material now on the table, it is time to move on to the crucial question in democracy, namely which of the challenges of AI can be safely and with good conscience left to ethics, and which challenges of AI need to be addressed by rules which are enforceable and based on democratic process, thus laws.

In answering this question, responsible politics will have to consider the principle of essentiality which has guided legislation in constitutional democracies for so long. This principle prescribes that any matter which is essential because it either concerns fundamental rights of individuals or is important to the state must be dealt with by a parliamentary, democratically legitimized law.

Another important element to consider in answering this question will be whether after the experience with the lawless Internet, our democracies can yet again afford the risk of a new, all pervasive and decisive technology, which remains unregulated and thus is likely to produce, like the Internet before it, substantial negative impacts. Also, AI is now—in contrast with the Internet—from the outset not an infant innovation brought forward mainly by academics and idealists, but largely developed and deployed under the control of the most powerful Internet technology corporations.

And it is these powerful Internet technology corporations which have already demonstrated that they cannot be trusted to pursue public interest on a grand scale without the hard hand of the law and its rigorous enforcement setting boundaries and even giving directions and orientation for innovation which are in the public interest. In fact, some representatives of these corporations may have themselves recently come to this conclusion and called for legislation on AI. There are functional advantages of binding law for dominant players as they may be better situated than others to influence the content of the law and binding law may allow them to keep free riding competitors and new market entrants in check in a level playing field of common binding rules which are properly enforced against all.

5. The EU GDPR is the first piece of legislation for AI

In the same way the ‘Greening of GE’ and generally of industry came about after environmental protection legislation incentivized and forced innovation in the direction of environmental sustainability, so now will the new general data protection regulation (GDPR) of the EU drive...
innovation for a way of collecting and processing personal data which respect individual rights and the importance of privacy in democracy.

All arguments, which are now being presented against legislation for AI, have been presented against legislation for data protection, already in the years before 1995, when the first Directive on the protection of personal data was put in place in the EU, and now again from 2012 to 2016, in the 4 years of negotiations of the GDPR.

None of these arguments convinced legislators—and rightly so.

The claim that the law is not able to develop as fast as technology and business models is disproved by the continued application of good, technology neutral law in the US and Europe. The GDPR is a modern example of technology neutral law, the meaning and relevance of which changes with the progress of technology, including through AI.

For example, what are personal data in the sense that these data do not directly identify an individual but allow identifying that an individual will certainly change with the use of AI self-learning algorithms to track and identify humans online and offline. The recent publication of a 5000-point per human body in movement AI analysis tool, by Facebook Paris-based basic Machine Learning Research Director Antoine Bordes and colleagues, will be a great tool for the fashion industry to match body forms and fashion. But, it will most probably also allow identifying any individual from the back, given the uniqueness of body forms and movement patterns of human bodies, thus bringing body form patterns, even when taken from the back and without seeing the face, into the sphere of personal data.

The claim that the law is not precise enough to regulate complex technology and that a law which is below the detail, precision and user-friendliness of a good code, is not a good law and should thus not be adopted by the legislator, is another fallacy of the engineering view of the world. By definition, law adopted in democratic process requires compromise. The GDPR was negotiated between the co-legislators with nearly 4000 individual requests for amendments on the table. Compromise texts of laws produced in democratic process are the noblest expression of democracy, and a democracy which has lost the ability to negotiate compromise is in crisis. Compromise texts of laws in democracy normally fulfil their function perfectly, as compromise is reached, in an ideal case with long public deliberation, is a societal progress towards a consensus—never reached—on the rules according to which we want to live.

And these compromise laws like any other law are not written to be applied—like code—by machines and automation. Laws are produced to be applied by human beings who can reason themselves and to be interpreted in case of dispute by reasonable judges. It is this process of openness of the law and legal process to later interpretation by wise judges (with the help of academia which gives the law the flexibility to adopt the new requirements of the times without having to be rewritten like code, which needs to be revised from version 1.0 onwards constantly. To be very clear: requiring that law be either as precise as code or be rewritten as fast as code is updated is simply anti-democratic, as this ignores the need for deliberation and compromise in democracy as well as the time required for due process under the rule of law. Lobbyists by the way had no problem to criticize at the same time successive drafts of the GDPR as not providing sufficient legal certainty now while also criticizing it as too prescriptive and not sufficiently open to provide flexibility for the future: these contradictory claims demonstrated that they only had one aim, namely to avoid the law by discrediting it no matter what.

Those advertising ethics for AI make exactly the claim that law for AI would be too inflexible to take account of all possible future developments, a claim which was also made against the GDPR. But, this claim ignores the power of technology neutral legislation and the power of general laws to be concretized in their application by evolving application practice and jurisprudence. The Directive 95/46/EC (General Data Protection Regulation), OJ L 119, 4.5.2016, pp. 1–88, https://eur-lex.europa.eu/eli/reg/2016/679/oj.

27See details at http://densepose.org/.

28In a society increasingly ruled by markets and technologies provided by the private sector, it is vital to increase the share of public funding for academia in order to maintain its public good orientation and independence and to avoid capture by private interests.
argument of law being too inflexible to take account of technological development is basically a more elegant way of saying what corporations and neo-liberals have always said: we want no obligations by law, as with law we can be held accountable through enforcement. Business has no problem with the fact that any ethics code lacks democratic legitimacy and cannot be enforced. But, this is actually the core advantage of the law when compared with ethics and self-regulation in the face of concentration of power in the hands of big corporations: the law has democratic legitimacy and it can be enforced, even against powerful mega corporations. It thus creates, combined with a credible threat of deterring sanctions and proper enforcement, a level playing field beneficial to all and beyond that gives orientation to innovators by providing incentives directing innovation towards the public interest.

In the world of technological dreams for domination and populist ambition to undermine democracy, we need to strengthen democracy by giving back to the law the noble function which it has in constitutional democracy: to express the will of the people in a form obligatory for everyone and able to be brought into reality, even against resistance and non-compliance, by the use of public and private enforcement powers.

6. The future of technology law: three levels of impact assessment and democracy, rule of law and human rights by design in AI

We live in a world which is shaped at least as much by technology as it is by law and democracy. And in the same way that the people shape the law and the law shapes the behaviour of people, we need to get used to—and practice—that the law is shaped by technology and technology is shaped by the law. Any technology has lived with being shaped by the law so far, and it is high time that Silicon Valley and the digital Internet industry also accept this necessity of democracy. At a time when the Internet and AI are becoming all-pervasive, not regulating these all pervasive and often decisive technologies by law would effectively amount to the end of democracy.

Democracy cannot abdicate, and in particular not in times when it is under pressure from populists and dictatorships around the world. There can be no all-pervasive, powerful and decisive technology, whether the Internet or AI, which is not subject to the rules set by democracy in law.

The works on ethic rules for technology can be precursors of the law; they can give orientation on the possible content of legal rules. But, they cannot replace the law, as they lack democratic legitimacy and the binding nature which allows enforcement with the power of government and the judiciary.

There will also always be space for ethics going beyond what the law requires: intra-company ethics for engineers and leaders of major business are a good thing, if they include the principle of full compliance with the law of the land, and go beyond that in terms of public interest orientations of the company, for example. Much of what Silicon Valley evangelists claim that technology companies are doing in terms of good things are welcome and not required by the law, but no ethics can absolve from the obligation to comply with the law and to respect and support democratic process and all other rules of constitutional democracy.

The principle of essentiality, discussed above, will guide us in making the necessary decisions on what rules for AI to cast in law. Once a challenge of AI is discovered which touches on fundamental rights of individuals or important interests of the state, we have to ask ourselves whether a law already exists which can apply to AI and which addresses the challenge in a sufficient and proportional manner. So before making a new law, the potential scope of application and problem-solving ability of existing law in relation to AI must be determined.

To give three examples, there is no doubt that AI, when it develops autonomously or in certain areas of application, may cause issues of civil responsibility. Whether existing law is sufficient to cover these issues of responsibility or new law is necessary is presently planned to be studied by an expert group convened by the European Commission.29

Similarly, it is clear that GDPR will always apply to AI when it processes personal data. GDPR contains important rights for users relating to any processing of their personal data as well as obligations of processors which will shape the way AI will be developed and applied. The principles of privacy and data protection by design and default set out in the GDPR will certainly become very important for AI as will the limitations to automated processing and the related rights to meaningful information on the logic involved, the significance and the envisaged consequences of processing personal data with AI for those concerned. No new law is necessary in this respect.

On the other hand, in democratic discourse, it is important to know whether one’s counterpart in discussion is a human or a machine. If machines could participate in the political discourse without being identified as such or even impersonating humans without sanction, this would amount to an important distortion of discourse, untenable in democracy. No law secures that we are made aware if machines enter into dialogue with us in the political context. As transparent political discourse among humans is key to democracy, the principle of essentiality prescribes that transparency must be created by law as to whether a machine or a human is speaking. Intransparent machine speech and *a fortiori* impersonation should be sanctioned, and those who maintain major infrastructures of political discourse should be held responsible to ensure that there is full transparency regarding machine speech on their infrastructures. This will require new law.

Again, conversely, we can be optimistic about the future application of the extensive EU legal acquis on non-discrimination and consumer protection in the context of AI.

This being said, some general principles on the approach to the law for AI now need work.

There are a number of avenues worth reflecting on when it comes to discerning general principles for AI law.

A first avenue may be to simply ask the question whether there are any actions which may be illegal if carried out by a natural person but legal if carried out by AI, abstraction made of subjective elements of illegality, such as intent or negligence. If on an objective level the answer to this question is no, it will be important to codify in law the principle that an action carried out by AI is illegal if the same action carried out by a human, abstraction made of subjective elements, would be illegal.

Such a simple codification would maintain the rule of law in the age of AI and at the same time give a clear orientation to developers and appliers of AI.

A second avenue for reflection would be to test whether regulatory principles found in specific bodies of law should be generalized for AI. For example, in most areas of sensitive human–technology interaction and most prominently in the law on pharmaceuticals, there is not only an extensive duty to test products and procedures of type approval as a precondition of access to the market, there is also a duty to follow the effect of the application of the technology or the pharmaceuticals on human beings through the life time of the product. The purpose of these rules is to avoid harm and secure other public interests, as regards cars for example also the public interest of environmental protection, so badly disregarded by the fraudulent technology manipulations of VW and other car companies. AI may be a candidate for such procedures and obligations, both on a general level, and with specific mutations, if developed for or applied in specific domains.

A third avenue is to return to old principles of technology impact assessment and to apply the most recent state of the art of technology impact assessment systematically to AI. The renaissance of technology impact assessment, a good tradition of parliaments in Europe and the US since the 1970s, would be in line with the much needed increased dialogue between democracy and technology. It would also help to instil a general culture of responsibility in the tech industry, in a way that is both obligatory and flexible enough to allow for and encompass any new technology developments.

While in Europe parliamentary technology impact assessment grew into a standard routine, based on Hans Jonas’ Principle of Responsibility, which considered investments in such impact assessment as a key element of the precautionary approach, in the US the Congressional Office
of Technology Impact Assessment was closed during the Reagan reign, an early victory of the anti-science movement. Hillary Clinton in her election campaign had actually promised to re-instate that office or a similar process. The American Academy for Arts and Sciences preserves the memory of this important institution.

In Europe, the principles and methodologies to assess impacts of technology in the short and long term, with a view to informing policy developers and legislators, have however lived on. The European Association for Parliamentary Technology Assessment consolidates the methodologies and individual impact assessments for parliaments in Europe in a common database, which already includes a number of pre-studies relating to the capabilities and impacts of AI.30

What would be necessary to strengthen trust in technology in the age of Artificial Intelligence, in which high technology increasingly colonizes every aspect of life, is obligatory impact assessments for new technologies on three levels.

First, as just discussed above, the parliamentary technology impact assessment, on the level of policy making and legislation, in order to ascertain whether essential interests are touched on by the technology in question and thus what legislation to put in place to guarantee the public interest in that context. This impact assessment should ideally take place before deployment of high-risk technologies. Decisions as to the consequences to draw from the risk assessments carried out by experts are in the hands of governments and legislators, and on the EU level in the hands of the Commission and the Council and Parliament as co-legislators.

Second, on the level of the developers and users of such technology. For AI, it would certainly be warranted to extend by law the obligation of an impact assessment, which already exists when AI is processing personal data in the context of automated decision making,31 to all aspects of democracy, rule of law and fundamental rights, at least when AI has the potential to be used in the context of the exercise of public power, the democratic and political sphere or in the provision of services of general use, independent of whether personal data are processed or not. The importance of these impact assessments on developer and user level would be that they would underpin the public knowledge and understanding on AI, which presently is suffering from a lack of transparency as to capabilities and thus impacts of AI. They would also help the corporations, their leaders and the engineers developing the new technologies and their applications to own up to the power they exercise. They would thus help to instil a new culture of responsibility32 of technology for democracy, rule of law and fundamental rights.

The standards for such AI impact assessment, to be carried out at the latest before making a new AI program public or marketing it to clients, would have to be set in law, in an abstract-general manner, as they were set in law in the GDPR for the specific case of data protection impact assessments.33 And as in the GDPR, the compliance with the standards for the impact assessment would have to be controlled by public authorities and non-compliance should be subject to sufficiently deterrent sanctions. In cases of AI to be used in the exercise of public power or in wide public use, the impact assessment would have to be made available to the public, and in high-risk cases, the public authority making use of AI would have to carry out its own complementary assessment and present a risk reduction and mitigation plan. Without distinguishing between private and public sectors, the most elaborate plan so far on setting up an EU Agency for ex ante certification and registration as well as a legal framework for substantial rules governing the

30http://www.eptanetwork.org/; to distinguish from the Technology Assessment is the Legislative Impact Assessment, which assess the impact of draft legislation, originally in terms of costs for enterprises, today also for societal impacts; see for details https://ec.europa.eu/info/better-regulation-toolbox_en.
31See Art. 35 (3) a GDPR.
research, development and use of AI and robotics is contained in the Resolution of the European Parliament of 16 February 2017.\textsuperscript{34}

Third, individuals concerned by the use of AI should have a right, to be introduced by law, to an explanation of how the AI functions, what logic it follows, and how its use affects the interests of the individual concerned, thus the individual impacts of the use of AI on a person, even if the AI does not process personal data, in which case there is already a right to such information under GDPR.\textsuperscript{35}

In this context, the claim of tech giants that explanations of how AI functions and how it has arrived at decisions are not possible must be rejected. There is already vivid research on interpretability of AI.\textsuperscript{36} And given that the obligation to give reasons is part of the rule of law, at least where public authorities act in the exercise of public power, the simple reality is programs of AI which do not give reasons and the decisions of which can also not be explained by humans cannot be used in the exercise of public power, as by using such programs, the public authority could not fulfil its obligation to state reasons.\textsuperscript{37}

A new intensity of three-level impact assessment of technology is a necessary component of a new intensity of the dialogue between technology and democracy which is vital at a time when we are entering a world in which technologies like AI become all-pervasive and are actually incorporating and executing the rules according to which we live in large part.

AI will in many areas of life decide or prepare decisions or choices which previously were made by humans, according to certain rules. If thus AI now incorporates the rules according to which we live and executes them, we will need to get used to the fact that AI must always be treated like the law itself. And for a law, it is normal to be checked against higher law, and against the basic tenants of constitutional democracy. The test every law must go through is whether it is in line with fundamental rights, whether it is not in contradiction with the principle of democracy, thus in particular whether it has been adopted in a legitimate procedure, and whether it complies with the principle of the rule of law, thus is not in contradiction to other pre-existing law, sufficiently clear and proportional to the purpose pursued. It is this test which AI that incorporates rules for society and applies them through decisions or the preparation of decisions must also go through. And AI will only pass this test if by design, the principles of democracy, rule of law and compliance with fundamental rights are incorporated in AI, thus from the outset of program development.

In the same way that an architect from the outset of designing a house has to think of compliance with the building code, programmers of AI will have to think from the outset of program development about how their future program could affect democracy, fundamental rights and the rule of law, and how to ensure that the program does not undermine or disregard, but respect and in an ideal case strengthen these basic tenants of constitutional democracy.

If the debate on AI brings about this new responsibility of engineers and tech corporations for democracy, fundamental rights and the rule of law, then AI will already have earned important credits of trust it needs to find broad acceptance in society.
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\textsuperscript{35}Articles 13–15 in connection with Art. 22 GDPR.


\textsuperscript{37}For the US debate see Pasquale [11].
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